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SECTION - A

Answer all questions. Each question carries 1 mark.

Define binomial distribution.

Obtain the mean 'c‘n‘ Poisson distribution.

s

Give a discrete distribution whose mean greater than variance.

(&%)

Give a discrete distribution which posses lack of memory property.

pa

Describe continuous uniform distribution.

5

6§  Give lhe probability density funqtion of exponen-tial distribution with mean 6.
7. Define t—statigfic. e

8.  Write down the probability. density functioﬁ of standard normal d‘istribut'lon.

j 0 b0



R

N
U

Define parameter.

Write down the moment generating function of binomial distribution.
(10 1= 10 Marks)

SECTION -B

Answer any eight questions. Each question carries 2 marks.
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18.
19.

20.

21.

Find the moment generating function of Poisson distribution.
Find the characteristics function of geometric distribution.

Find the mean and variance of Bernoulli distribution.

If X follows Poisson distribution such that P(X =2)=3 P(X =4). Find the value

of the parameter.

Find the mean deviation about mean of uniform (a,b) distribution.

A binomial distribution has a double mode at X =1 and at X*=2. Find the mean
of X (Given number of trials is 5.)

Let X ~u(0). Find thesdistn‘bution of Y =‘—-2 log X .

Describe Chebychev’s inequality.

State Lindberg-Levy central limit theorem.

Describe chi-square distribution and mention one of its applicatioﬁs

Obtain the characteristics functnon of exponentlal distribution and hence find its
mean and variance.

22. Obtain the mean and variance of geometric distribution.

: (8 x 2= 16 Marks)
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SECTION - C

r any six questions. Each question carries 4 marks.

Answe

53 Show that Poisson distribution is a limiting form of binomial distribution.

54 Obtain the third central moment of binomial distribution.

»5  Describe lack of memory property of exponential distribution.

26. Obtain the mode of nb_rmal distribution. I

07, If X is the number secured in- a' throw of a fair die, show that Chebychev's
inequality gives '
P{ lx—f‘, > 2.5}s 0.47, (,q is_ the méa‘n of X), whilé the actual probability is zero.

28 Lef X, assu‘me that values / and .—4i wifh equél Aprol:;ébiliti'e_es. _Show_‘tlh_rat the law

. of large numbers cannot be applied to the independent variable. X, X,....

29, Discuss the additive p'rope'rty‘ of chi-square disfribution.

30.} Establish the'relation between F and chi-quare’dis;tributions.

SiNif X and. Y. are ind‘ependent gammé variates with parameters 4 and u

respectively, obtain the distribution of é

(6 x 4 = 24 Marks)

 SECTIGNT D

Answer any two questions. Each guestion carries 15 marks.

32. (a) Obtain the recurrencé.relation of probabilitie's of binomial distribution

(b) Fita bfnom;al distribution for the following data
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' ial distribution can be
33. (a) Explain under what conditions and how the binomial

35.

(b)

(a)

(b)

(b)

approximated to normal distribution. .
' 2 Show that the

For a normal distribution with mean U and variance o

mean deviation about mean is oA/2/x .

What will be the mean deviation about median?

' ' ' ‘ om. Prove
If F(n,.n,) represents an F variate with n, of n, degrees of freed

1
_ oy s, Deduce that
that — F(n,,n) is distributed S T

P{F(n”nz); c)= P{f(nz,m)gg}.

If 2 and ¥ are two ind_ependent“ 2* variates with n, and n, degreés of
freedom respectively, P.T}gf/g_j follows beta distribution of second kind

with (li) |
200

Statéand p'rove weak law of large numbers.

Two unbiased dice are thrown. If X denote the sum of nNumbers showing up,
prove that PﬂX~ 7| 23}<§—j Also compare this with actual probability.
: (215 " Marks)

. N - 2533



